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[bookmark: _Toc293072273]Document Overview 
This document is designed to provide the JPSS office (DPA and DPE) a description of the coordination strategy for validating the Imagery Environmental Data Record (EDR) generated from the Visual Infrared/Imager Radiometer Suite (VIIRS).  This instrument is being flown on the Joint Polar Satellite System (JPSS) Preparatory Project (NPP).  This document specifically addresses the validation of the NPP Imagery EDR.

Imagery does not require inputs from ATMS, CrIS, OMPS, or CERES and there is little interaction with those teams.  Imagery is a stand-alone product and the only team we expect to interact with is the VIIRS SDR team. 

The Imagery Cal/Val team is made up of investigators from Aerospace (T. Kopp), NOAA/STAR (Don Hillger), NGDC (Chris Elvidge), NRL-Monterey (Jeff Hawkins and Kim Richardson), NIC (Pablo Clemente-Colon), FNMOC (Jeff Tesmer), SSEC (Tommy Jasmin), NGAS (Keith Hutchison and Robert Maloney), and AFWA (Jeff Cetola).
[bookmark: _Toc293072274]System Overview  
It is known that GRAVITE is the primary source for RDRs and RIPs but for Imagery the product may be obtained from multiple sources and we do not foresee a high dependence on GRAVITE for validating the Imagery EDR.  Imagery is best derived from the SDRs and has no dependence on any RIPs.  CLASS, NDE, and AFWA are all more appropriate alternative sources for Imagery products.  Validating Imagery is typically not tied to “golden days” and the like; however it would be practical to include Imagery if such data sets are produced.  

Reprocessed datasets are rarely used in validating Imagery.  Since Imagery depends solely on SDRs, with no reliance on other EDRs, RIPs, or ODAD, the need to “reprocess” would only occur when a significant change has been made to the VIIRS SDRs, or a software correction has been made to the Imagery routine, say to correct striping or similar artifacts.  One does not reproduce weeks or months worth of Imagery as part of validation.  Instead, specific granules are chosen that reveal where potential concerns may exist, and any “reprocessing” would be confined only to those scenes.  

In the table below we show the top-level expectation for what datasets the team members will require.  The columns are sources of datasets and the rows are the team member institutions.  The table will be discussed in Section 6 for each phase of the validation effort (to be defined in Section 3).

Table 1.1 Sources of Validation Datasets used by Imagery team
	
	GRAVITE
	CLASS
	AFWA IDPS
	NDE (NESDIS IDPS)
	STAR

	Aerospace
	Stored specific scenes
	I-band and NCC Imagery
	All available Imagery
	
	

	AFWA
	
	
	All available Imagery
	
	

	NOAA/STAR
	Stored specific scenes, M-band Imagery
	VIIRS SDRs, I-band and NCC Imagery
	
	All available Imagery
	Stored special cases

	FNMOC
	Stored specific scenes
	
	All available Imagery
	
	

	NRL-Monterey
	Stored specific scenes, M-band Imagery
	VIIRS SDRs
	VIIRS SDRs, All available Imagery
	
	

	NGDC
	Stored specific scenes
	NCC Imagery and DNB SDRs
	
	
	

	NGAS
	Stored specific scenes, M-band Imagery
	I-band and NCC Imagery
	
	
	Stored special cases

	SSEC
	Stored specific scenes, M-band Imagery
	VIIRS SDRs, I-band and NCC Imagery
	
	
	Stored special cases



All team members have indicated that they will use Local Computing Facilities (LCFs) for all processing and will utilize home-grown tools for their analysis.  

Imagery validation generally does not require external datasets.  NGAS is considering use of LandSat, otherwise we have no requirements at present for any other external datasets.
[bookmark: _Toc293072275]Referenced documents 
NPP Community Collaborative Calibration/Validation Plan for the NPOESS Preparatory Project VIIRS Imagery EDR Version 1.B

National Polar-Orbiting Operational Environmental Satellite System (NPOESS) VIIRS Imagery Product Algorithm Theoretical Basis Document (ATBD), D43767, Rev. B 

National Polar-Orbiting Operational Environmental Satellite System (NPOESS) Operational Algorithm Description Document For VIIRS Near-Constant Contrast (NCC) Imagery EDR software, Rev. B

National Polar-Orbiting Operational Environmental Satellite System (NPOESS) Operational Algorithm Description Document For VIIRS Ground Track Mercator (GTM) Imagery EDR software, Rev. B3 

Algorithm Support Function (ASF) DNB NCC Imagery GVVSSE & GVVSLE LUT Generation (VIIRS 001) Reference Manual

Visible/Infrared Imager/Radiometer Suite (VIIRS) Sensor Data Record (SDR) Calibration and Validation Plan for NPP CDRL A0303

JPSS Government Resource for Algorithm Verification, Independent Testing and Evaluation (GRAVITE) Requirements Specification.  474-00005
Joint Polar Satellite System (JPSS) Program Level 1 Requirements
Integrated Operational Requirements Document (IORD) II
NPOESS System Specification, SY15-0007, Rev. R
[bookmark: _Toc293072276]Definitions and Acronyms
Definition of the Phases of Validation:

Pre-launch = before instrument is turned on
EOC = Early Orbit Checkout is the first 90 days (3 months).  We assume that SDRs will be “provisional” at this time.
ICV  = Intensive Calibration/Validation is the period from the end of EOC to launch + 18 months.  We expect that the SDRs will be “validated” by launch + 6 months.
LTM = Long-term Monitoring is the period from the end of ICV until the end of mission

Definition of the Stages of Validation
Beta = early release product, initial calibration applied, minimally validated and may still contain significant errors (rapid changes can be expected. Version changes will not be identified as errors are corrected as on-orbit baseline is not established).  Products are available to allow users to gain familiarity with data formats and parameters.  Product is not appropriate as the basis for demonstration of requirements or quantitative scientific publications studies and applications

Provisional = product quality may not be optimal.  Incremental product improvements are still occurring as calibration parameters are adjusted with sensor on-orbit characterization (versions will be tracked).  General research community is encouraged to participate in the QA and validation of the product, but need to be aware that product validation and QA are ongoing.  Users are urged to contact JPSS NPP Cal/Val Team representatives prior to use of the data in publications.  Products (EDR, IP, RIPs) may be replaced in the archive when the validated product becomes available.

Validated = On-orbit sensor performance characterized and calibration parameters adjusted accordingly in SDR.  EDR product uncertainties are well defined over a range of representative conditions.  EDR products are ready for use by the Centrals and in scientific publications.  There may be later improved versions and requires strong version control with documentation of all changes.

There are three EDR validation stages: 

Stage 1 Validation: Product accuracy has been estimated using a small number of independent measurements obtained from selected locations and time periods and ground-truth/field program effort.

Stage 2 Validation: Product accuracy has been assessed over a widely distributed set of locations and time periods via several ground-truth and validation efforts.

Stage 3 Validation: Product accuracy has been assessed and the uncertainties in the product well established via independent measurements in a systematic and statistically robust way representing global conditions.

Definition of cal/val datasets:

Focus Days are a full complement of VIIRS SDRs for a full 24 hour period.  We expect one or two focus days during EOC when the VIIRS SDRs are considered beta.  This may serve to produce a “baseline” set of Imagery EDRs from which SDR LUT updates or artifact corrections may be tested.  

No “match-up” data is required for Imagery in the way match-up is ordinarily defined.  Because Aqua flies in an orbit close to NPP, images derived from Aqua may be compared to those from VIIRS.  NexSat will be performing these comparisons.  NGAS will be co-located LandSat imagery as part of their quantitative evaluation of VIIRS Imagery.

Acronyms

	ACRF
	ARM Climate Research Facility

	ADA
	Algorithm Development Area

	ADP
	{STAR} Algorithm and Data Products

	AFWA
	Air Force Weather Agency

	AIRS
	Atmospheric Infrared Sounder

	AIT
	{STAR/ADP} Algorithm Integration Team

	APU
	Accuracy, Precision, and Uncertainty

	ARM
	Atmospheric Radiation Measurement

	ATBD
	Algorithm Theoretical Basis Document

	ATDR
	Algorithm Technical Discrepancy Report

	ATMS
	Advanced Technology Microwave Scanner

	AWG
	Algorithm Working Group

	BBR
	Band-to-Band Registration

	Cal/Val
	Calibration/Validation

	CART
	{ARM} Clouds and Radiation Testbed

	CASANOSA
	Nickname used for JPSS repository 

	CIRA
	Cooperative Institute for Research in the Atmosphere

	CEOS
	Committee on Earth Observation Satellites

	CERES
	Clouds and the Earth’s Radiant Energy System

	CLASS
	Comprehensive Large Array-Data Stewardship System

	CM
	Cloud Mask

	CM
	Configuration Management

	CrIMSS
	Cross-track Infrared Microwave Scanning Suite

	CrIS
	Cross-track Infrared Scanner

	DC
	Degradation Condition

	DCR
	Discrepancy Change Report

	DMSP
	Defense Meteorological Satellite Program

	DNB
	Day Night Band

	DoD
	Department of Defense

	DPA
	Data Products and Algorithms

	DPAG
	Data Processing Algorithm Group

	DPE
	Data Product Engineering

	DQTT
	Data Quality Threshold Table

	DR
	Discrepancy Report

	EC
	Exclusion Condition

	ECMWF 
	European Centre for Medium-range Weather Forecasting

	EDR
	Environmental Data Record

	EDRPR
	EDR Performance Requirement

	EOC
	Early-orbit Checkout

	EOS
	Earth Observing System

	ESRL/GMD
	Earth System Resource Laboratory/Global Monitoring Division

	EUMETSAT
	European Meteorological Satellite

	FNMOC
	Fleet Numerical Meteorological and Oceanographic Center

	FTE
	Full-time Equivalent

	GB
	Gigabytes

	GCOS
	Global Climate Observing System

	GFC
	Global Forecast System

	GOES
	Geostationary Operational Environmental Satellite

	GRAVITE
	Government Resource for Algorithm Verification, Independent Testing, and Evaluation

	GSFC
	Goddard Space Flight Center

	GTCD
	Ground Truth/Correlative Data

	GTM
	Ground Track Mercator

	HCS
	Horizontal Cell Size

	HIRS
	High-resolution Infrared Radiation Sounder

	IASI
	Infrared Atmospheric Sounding Interferometer

	ICF
	{GRAVITE} Investigator Computing Facility

	ICV
	Intensive Calibration/Validation

	IDPS
	Interface Data Processing Segment

	IOP
	Intensive Period of Operations

	IORD
	Integrated Operational Requirements Document

	IP
	Intermediate Product

	IPO
	Integrated Program Office

	IR
	Infrared

	JPL
	Jet Propulsion Laboratory

	JPSS
	Joint Polar Satellite System

	KPP
	Key Performance Parameter

	LBLRTM
	Line-by-Line Radiative Transfer Model

	LCF
	Local Computing Facility (at investigators institution, not GRAVITE)

	LIDAR
	Light Detection and Ranging

	LTM
	Long-term Monitoring

	LTS
	Long-term Stability

	LWIR
	Long Wave Infrared

	McIDAS
	Man-computer Interactive Data Access System

	MODIS
	Moderate Resolution Imaging Spectrometer

	MW
	Microwave

	MWIR
	Mid-Wave Infrared

	NASA
	National Aeronautics and Space Administration

	NCAR
	National Center for Atmospheric Research

	NCC
	Near Constant Contrast

	NCDC
	National Climate Data Center

	NCEP
	National Centers for Environmental Prediction

	NESDIS
	National Environmental Satellite, Data, and Information Service

	NexSat
	NRL webpage demonstration tool 

	NGAS
	Northrop Grumman Aerospace Systems

	NGDC
	National Geophysical Data Center

	NIC
	National Ice Center

	NIST
	National Institute of Science and Technology

	NOAA
	National Oceanic and Atmospheric Administration

	NPOESS 
	National Polar-orbiting Operational Environmental Satellite System

	NPP
	NPOESS Preparatory Project

	NRL
	Naval Research Laboratory

	NSIPS
	NPP Scientific Investigator Processing System

	NWP
	Numerical Weather Prediction

	ODAD
	Official Dynamic Ancillary Data

	OLR
	Outgoing Longwave Radiation

	OMPS
	Ozone Mapping and Profiler Suite

	PCT
	Probability of Correct Typing

	PEATE
	Product and Evaluation Test Element

	POC
	Point of Contact

	POES
	Polar-orbiting Environmental Satellites

	PSDI
	Product System Development and Implementation

	QA
	Quality Assurance

	QC
	Quality Control

	RTM
	Radiative Transfer Model

	SC
	Stratification Condition

	SDL
	Space Development Laboratory

	SDR
	Sensor Data Record

	SME
	Subject Matter Expert

	SSEC
	Space Sciences Environmental Center

	SSMIS
	Special Sounder Microwave Imager/Sounder

	STAR
	Center for Satellite Applications and Research

	SWIR
	Shortwave IR

	TBD
	To Be Determined

	TBR
	To Be Reviewed

	TIM
	Technical Interchange Meeting

	UKMET
	United Kingdom Meteorological Office

	UMBC
	University of Maryland/Baltimore County

	VCM
	VIIRS Cloud Mask

	VCS
	Vertical Cell Size

	VIIRS
	Visible/Infrared Imaging Radiometer Suite

	WMO
	World Meteorological Organization


[bookmark: _Toc293072277]Operating Procedures 
The role of the Imagery team is to 

1) Validate the Imagery.  This activity would primary occur at LCFs at the investigators home institution. 
2) Monitor the performance of the Imagery during ICV and LTM phases.  This activity will start at the LCFs and continue into full time operations.  Imagery is heavily used by many customers and issues may be safely expected to be brought up quickly should they occur.  
3) Algorithm maintenance to be performed by NOAA/STAR and the JPSS program.  The Imagery itself is produced on a Ground Track Mercator (GTM) grid and would only need correction if artifacts such as striping are best addressed in the Imagery algorithm instead of the SDR algorithm.  
[bookmark: _Toc293072278]Background
The following are the roles of the individual investigators involved with the VCM IP team activities.

Kopp (Aerospace)
1) Manage Cal/Val team organization
2) Organization of bi-weekly to monthly telecons/meetings during ICV
3) Presentation of Cal/Val team planning at AMS, AGU, IGARSS as appropriate
4) Coordinate with DPE on GRAVITE requirements to accomplish tasks relative to the Imagery Cal/Val effort
5) Ensure proper configuration management of the Imagery algorithm with DPE
6) Participate in the creation of “ground truth” granules
7) Participate in the evaluation of establishing the Imagery is sufficient to identify 14 cloud types and ice edge
8) Coordinate performance assessments from all the Cal/Val team members

Hillger (STAR)
1) Manage the entire Imagery effort, including algorithm updates
2) Lead coordination with STAR on Imagery algorithm activities
3) Lead collaboration between the Imagery and VIIRS SDR team
4) Determine priorities for Imagery upgrades and analysis
5) Lead the principal component image studies

Research Associate (new hire) (CIRA)
1. Perform imagery analysis using McIDAS
2. Identify artifacts, to include BBR errors, that inhibit the optimal use of VIIRS Imagery

Jasmin (UW)
1. Maintain McIDAS-V tool
2. Determine that VIIRS Imagery is being properly scaled/calibrated and displayed

Cetola (AFWA)
1. Perform operational analysis of the Imagery using resources at AFWA
2. Determine if the required cloud features may be appropriately identified from VIIRS imagery

Elvidge (NGDC)
1. Serve as the primary POC in the evaluation of the DNB derived Imagery (Near Constant Contrast (NCC) Imagery)
2. Determine the effective quantitative use of the DNB as Imagery.

Hutchison (NGAS)
1. Lead the development of a quantitative tool for Imagery analysis
2. Lead the creation of manually analyzed granules that will serve as “ground truth”
3. Perform quantitative independent verification of imagery requirements
4. Lead the analysis for determining the capability of identifying the 14 cloud types as specified in the original requirements
5. Lead the quantitative analysis of determining sea ice edge

Maloney (NGAS)
1) Produce quantitative results verifying the sea ice capabilities of VIIRS Imagery

Hawkins and Richardson (NRL)
1) Perform Imagery analysis using NexSat
2) Identify and propose corrections to artifacts observed within the VIIRS Imagery
3) Determine the effective capabilities of VIIRS Imagery to identify aerosols and differentiate them from clouds

Tesmer (FNMOC)
1) Analyze the Imagery with respect to identifying SST gradients and other Naval operational uses

Clemente-Colon (NIC)
1)  Determine if required snow and ice identification from VIIRS Imagery is adequate for operational use
[bookmark: _Toc293072279]Operational Policies and Constraints 
· We don’t foresee any constraints at this time. 
· The Imagery team does not require real time (3 hour) datasets, though any team members obtaining Imagery from the Centrals will be retrieving Imagery in near real time.  We expect the operational members of the team to obtain Imagery as they would to support normal operations.  Early ICV efforts by Aerospace, UW, and NRL-Monterey may need Imagery EDRs from CLASS.  Note M-band Imagery is not stored in CLASS.  If not obtained from either the NESDIS or AFWA IDPS, then GRAVITE is the only other source.  Details of this need are still in work, but also see Section 8.3.  
[bookmark: _Toc293072280]Current Operating Procedures 
Members of the Imagery algorithm team plan to perform their activities at their own LCFs.  See the Imagery Cal/Val plan for details on the activities.  GRAVITE may be used as a data server, especially for M-band Imagery.  We anticipate the potential to select and store specific granules for focused analysis, though these would be confined to small numbers of granules at one time.

Imagery, except for NCC Imagery, may be displayed as radiance or in either reflectance (visual) or brightness temperature (MWIR, LWIR) units.  Practically all operational uses employ reflectance/brightness temperature, and that will be our focus as well.  NPP Imagery is only available in reflectance units.  

While there are many different tools that display Imagery, there are many key features in all of them.  This includes the ability to overlay land/sea and geopolitical boundaries, red/green/blue or “true color” displays, employment of lat/long information (from VIIRS this comes from a separate geolocation file), and inverting brightness temperatures so clouds appear white using IR bands.  Not all however, re-orient north as “up”.  The Aerospace tool however, can perform this if needed.  

There are only 6 of the 16 M-bands available as Imagery.  The defaults are bands 1,4,9,14,15, and 16.  These bands may vary by Central, and they are ultimately responsible for the bands they wish to exploit as Imagery.  The Imagery validation team will begin by using these defaults.  If other bands are found to be of operational benefit, we will produce the Imagery from these bands offline on an ADA and coordinate with the Centrals to determine if they agree a change in desired.  The Imagery validation team has no authority to change the M-bands created as Imagery at any Central. 

The same argument holds for the Data Quality Threshold Tables (DQTT).  The Navy has especially emphasized the need to vary these by Centrals.  Therefore, similar to the choice of bands used for creating M-band Imagery, it is our intent to recommend settings for the Centrals, but they will have to determine for their own needs what is best.  
[bookmark: _Toc293072281]Modes of Operation 
There are 4 modes of operation defined in Section 2.  These are pre-launch, EOC, ICV and LTM and each have unique needs and flows of data and specific goals.  See the Imagery Cal/Val plan for a detailed description of activities during each validation phase.  At a high level, the Imagery Cal/Val work will be minimal during EOC but accelerate quickly once SDRs reach their provisional stage.  

The usual goal of pre-launch is to demonstrate launch readiness of Cal/Val activities and will utilize proxy and synthetic VIIRS datasets developed by the team and processed at the LCFs.  For the case of Imagery, pre-launch efforts focus on adapting tools to read and display VIIRS Imagery as a user or SME sees fit.  Since Imagery is really a manipulation of SDRs, the bulk of the pre-launch work lies with the SDR team.  

The goal of ICV is to demonstrate and maximize the performance of the Imagery.  All Imagery related Cal/Val datasets will be required and we expect a number of focused granules for scenes indicative of problems discovered after launch.  Reprocessing may be necessary (see Section 1.2), though only in the case of significant changes to the SDRs themselves.  Hence post-validation changes caused by modifications to the VIIRS SDRs may be required.  This analysis will use the ground truth granules and the other special cases stored on GRAVITE.  

The goal of LTM is to select a globally representative dataset to perform routine product assessment.  Many operational customers, both civilian and military, regularly assess Imagery and their feedback will be incorporated as part of LTM.  
[bookmark: _Toc293072282]Team Tools
The Table below summarizes the known tools as of April, 2011.

Table 4.1 Tools for Imagery Cal/Val 



The tool list above is incomplete and will be added to as further information is supplied by members of the team.  While this is unsatisfactory to some readers, neither the validation lead nor the Product Application Lead have the authority to force unfunded members of the team to supply this information on the time basis established by the JPSS program.  All JPSS-funded organizations are covered in the above Table.

Band-to-band Registration (BBR) has a significant impact on the ability to exploit multispectral imagery.  However not all possible combinations are necessarily useful.  NexSat currently plans to test the following combinations (they are not listed in any particular order): 
1) I1, I2, I3; 
2) I1, I3, I5; 
3) I5, M9; 
4) I1, M1, M4; 
5) M14, M15, M16 
6) I4, I5; 
7) I3, I4, M9; 
8) I5, DNB.

CIRA will be performing both a noise analysis and striping analysis on the Imagery.  All VIIRS bands will be subjected to this analysis, with quantitative results on the impacts from noise and the striping contribution to the overall noise identified.  In addition, they will use principal component analysis to create a set of images from either a subset or even all of the VIIRS bands.  This additional rendering of the imagery yields a visualization of the imagery and any artifacts that might appear when the signal-to-noise is suppressed, such as when image products are created.  These analysis tools compliment, but do not duplicate, the NexSat work noted above. 

[bookmark: _Toc293072283]Support Environment
The Imagery algorithm team will utilize primarily LCFs to perform analysis.  We also expect GRAVITE to be a data server for SDRs and M-band Imagery with Cal/Val datasets.  Specifically we expect the following support for the 3 elements of GRAVITE.

1. Investigator Computing Facility will be rarely used for Imagery.  Tools to evaluate Imagery exist at all of the member sites.  

2. ADA will also be rarely used by the Imagery team.  The algorithm itself will only need adjustment if artifacts are found that are better served by correcting them in the Imagery algorithm versus the SDR algorithm.  In that case initial testing would occur at member sites.  

3. We expect NSIPS to provide a few cal/val granules for the Imagery team.  This would be either VIIRS SDRs or M-band Imagery.  As VIIRS SDRs are available from numerous other locations, it is the M-band Imagery that drives this dependence.  This would be done only for specific cases of interest. 

4. Some of the tools employed, especially NexSat and McIDAS, contain many aspects of Imagery validation under one “tool”.  Both of these will address BBR, ghosting, striping, gradients, and other artifacts as they are discovered.  Since we do not know “a priori” which artifacts will become issues and which will not, the procedures for resolving them are of a general nature.  In most cases they are handled by the VIIRS SDR team though historically striping has often been handled downstream.  
[bookmark: _Toc293072284]Change Justification
· Point of Contact for Change Control and DRs for algorithm/software upgrades is the Product Application Lead, Don Hillger, or his designee
· Point of Contact for Common CM is the Product Application Lead, Don Hillger, or his designee
[bookmark: _Toc292267910][bookmark: _Toc293072285]Change Process 

The Discrepancy Report (DR) is used to document the algorithm issues and/or change recommendations for the IDPS Operational Algorithms. Any members of the Algorithm Data Products (ADP) teams, NASA PEATEs, IDPS, Direct Readout, and external Centrals as well as the Data Products and Algorithm team (DPA) can write and submit a DR when an issue in the IDPS code is identified. The Algorithm Technical Detail Request (ATDR) submitted by Raytheon is also treated as a DR . Typically a DR would include the description of the issue, proposed changes, impact of change and the priority of the change. A DR is submitted and tracked using the DR Tracking System which is currently running on CASANOSA (Project Name: NPOESS Algorithms-> Discrepancy Reports). The change process will be reviewed and updated as required.

The algorithm related DRs will be sent to the corresponding application/integration team leads for response after approval by the ADP QA manager. If it is a proposed change to the operational algorithm running on IDPS, the algorithm integration team (AIT) will work with the DR initiator to prepare the algorithm change package (ACP). The content of ACP includes: change description, reference code, ATBD, test dataset (input/output/results), and instructions for implementation. 

The non algorithm related DR, those affecting the computational system will be sent to the corresponding team to submit a response after approval of the chair.  If it is a proposed change to the IDPS that does not impact the algorithms, the DPA/DPE will work with the DR initiator to prepare the change package(CP) .  The content of the change package includes: change description, reference code, documentation, test dataset (input/ouput/results) and instructions for implementation.  If the non algorithm related DR has impact to the algorithms, the ADP QA manager will be contacted and proceed as an algorithm related DR.


Discrepancies are categorized by the following three types:

Type I - Functional Change: Baseline performance specification; Algorithm Capability; New Algorithms. A DR is of Type I if it is accompanied by a suggested code change that is intended to carry the algorithm performance beyond specification.

Type II - Performance Deficiency: Algorithm updates to meet the baseline performance; A DR is of Type II if it is thought that a suggested code change will contribute to meeting the algorithm performance specification.

Type III:  Operational Deficiency: Emergency Response or Operational Deficiency; Bug Fix; Documentation (ATBD) corrections; Ancillary/Auxiliary Data; Calibration tables (LUT)/Coefficients; Anomaly resolution; Local Settings. 

The ADP QA team will be attending the DR review and engaging in the process to determine the type of the DR and the priority of the DR. The QA team will track the DR status to ensure the proposed algorithm changes are being reviewed and implemented accordingly. The QA team will also work with the Science Teams to identify events or requirements that may require an expedited algorithm review process. These situations will be classified as “emergency response” events.  

Emergency: The response/action upon the DR needs to be within 24 hours of receipt.
Urgent: The response/action upon the DR needs to be within 1 week of receipt.
Routine:  The response/action upon the DR needs to be within 3 weeks of receipt.
[bookmark: _Toc292267911][bookmark: _Toc293072286]5.1.1 Steps for handling DRs/ATDRs:
· JPSS DPA send algorithm related DRs/ATDRs to STAR  ADP QA manager.
· QA manager assign the DRs/ATDRs to corresponding algorithms leads and cc the chair.
· Algorithm leads coordinate the integrated team response to the DR/ATDR (team can include NOAA, NASA, NG, RTN or anyone funded to do the related work). 
· Algorithm leads review the response, sign off, and send the response to JPSS DPA and cc the STAR APD QA manager and the chair.
· Non algorithm Drs are signed off, and send the response to DPA chair.
· Steps beyond submission of DR responses to DPA will follow the JPSS Ground System Algorithm Change Process.
[bookmark: _Toc292267912][bookmark: _Toc293072287]5.1.2 Change Verification and Exit of Algorithm DR:
Once IDPS has completed the implementation of the change, the AIT will be responsible to verify that the change has been implemented correctly. The verification confirmation will be sent to the ADP QA manager who will ensure the DR get closed properly once it is confirmed that the change has been implemented correctly in the IDPS.

[bookmark: _Toc292267913][bookmark: _Toc293072288]5.1.3 Change Verification and Exit of non-Algorithm DR:
Once IDPS has completed the implementation of the change, the JPSS will be responsible to verify that the change has been implemented correctly. The verification confirmation will be sent to the DPA chair who will ensure the DR get closed properly once it is confirmed that the change has been implemented correctly in the IDPS
[bookmark: _Toc293072289]Pre-launch change process
In the pre-launch phase no software corrections are necessary for Imagery.  The teams are adjusting their tools as needed for exploiting VIIRS, however the Imagery algorithm itself is complete and no further software changes are expected pre-launch.
[bookmark: _Toc293072290]Post-launch change process
Because no team member has the need for the Imagery code pre-launch, no team member will be immediately in a position to modify it should that become necessary.  The ADL is expected to have the Imagery code, but no member has any experience with it at present.  The “science” portion of Imagery is not expected to require modification.  What may occur is the need to add software that corrects for artifacts such as striping or ghosting.  In that case, techniques would be tested by the SMEs and once completed the Imagery team, led by STAR, would choose the best approach.  Integration into the Imagery algorithm itself would be in conjunction with STAR and JPSS/DPA, and follow standard program procedures. 

[bookmark: _Toc293072291]Changes considered and Justification
We expect the Imagery EDR to meet all requirements.  Although there are no “leans” on meeting requirements at this time, the following are considerations for the Imagery validation effort during ICV.

1) There are many documented issues with the DNB.  This is also the only channel on VIIRS where no appropriate proxy data exists.  Special emphasis will be given early on ICV on the derived NCC Imagery.  One team member (Chris Elvidge) has been explicitly assigned to lead this work. 

2) Many items that have the potential to adversely affect Imagery lie with the SDRs themselves.  Nevertheless Imagery may often indicate these issues more clearly; one example is Band-to-Band Registration (BBR).  Initial ICV efforts will coordinate with the VIIRS SDR team to share observations and note early in the process where the challenges actually lie.  

3) More than any other product, the use of Imagery depends upon the qualitative evaluation by the operational users themselves.  They often do not have specific criteria, but are able to determine if, for their uses, the Imagery is “operationally viable” or not.  They will make the call as to whether or not the Imagery is sufficient for their needs.  Although they will be expected to document their reasons as to whether or not the Imagery is acceptable, they will not be asked or expected to present their responses and evaluations based on any quantitative results.  To them it either works or it does not.  
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We assume an ADL version of the Imagery EDR, to include proper formatting of the output, will be available and useable in the launch + 3 month timeframe.  No one on the Imagery team is versed on the ADL at present, but with appropriate training we can incorporate into the algorithm change process.  

We assume the appropriate storage is in place to store critical and ground truth granules for the duration of the mission.  

A significant limitation currently exists regarding the configuration files used on the IDPS relating to Imagery.  No one on the entire Imagery team has any background on the development or employment of these files.  From the government side, we are not even sure they are all accounted for.  There are no Standard Operating Procedures (SOPs) in place.  There is a serious spin-up curve for us to learn depending on the access to these files, the manner in which they affect the output, and the tools employed to modify them.  A greater understanding of these files will ultimately become necessary for the Imagery team to take over the responsibility of maintaining and modifying them.  
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We expect the only use for GRAVITE with regard to Imagery is as a data source for M-band Imagery and SDRs.  In the majority of cases the primary source for these products exists elsewhere, and GRAVITE would be used only under special circumstances.  The operational team members will not need access to GRAVITE, nor does NGDC.  The remaining groups (STAR, UW, NRL-Monterey, and Aerospace) will but do not require access on a regular basis.  No more than four GRAVITE accounts will be needed.  

We do not expect to require products or analysis from Cal/Val teams for other instruments (ATMS, CrIS, OMPS, CERES); however, it is expected we would participate in telecons and/or face-to-face meetings with the VIIRS SDR team during ICV.  This coordination is described in the Imagery Cal/Val plan; see also Section 7 of this document.  Some interaction is also discussed in the VIIRS SDR plan as well.  

Pre-launch
Pre-launch work on Imagery, as stated earlier, focuses on preparing tools for the evaluation of the Imagery itself.  All software changes desired by the team have been already implemented by NGAS and JPSS.  Most of the SMEs have or are nearly complete with their preparations and are now testing their tools in near real time using MODIS proxy data.  

Much of the pre-launch activity by the SMEs has been on modifying and displaying proxy SDRs from MODIS.  These are already produced and sent through GRAVITE.  As such, there is no additional purpose to be gained by adding this as a “scenario” for the rehearsal planned in mid-July.  There are only two scenarios that we believe are applicable for Imagery regarding this rehearsal.  One is to run the SDRs through the Imagery algorithm on the ADA on GRAVITE, and showing it generates the same result as on the IDPS (in this case, NDE).  The second is to insure we can modify any configuration or tuning files. However, although applicable, there are no tools in place to perform either of these activities in July.  As noted in limitations, the file/tuning issue is a newly discovered risk.  The comparison tools for IDPS and GRAVITE were not initially considered in the formation of the plan.  Recall throughout this OPSCON we have stated there is no extensive use of GRAVITE planned or expected for Imagery.  

EOC
Teams will work with first-light and early SDRs (beta and provisional) to test off-line the Imagery product to get an early look at the data to identify gross errors and to assist SDR validation.  However no formal efforts are planned until the SDRs reach their provisional stage, and therefore only early “sneak peeks” will occur during EOC.  

ICV
During ICV all members of the Imagery team will need to have access to Cal/Val data sets.  In most cases however, these “data sets” are real time Imagery obtained through one of the two operational IDPSs.  Only special cases will need storage on GRAVITE.

The overall ICV effort for the Imagery EDR is broken into two periods.  The first is an evaluation by well-qualified SMEs to detect artifacts or other issues (i.e. BBR) that would inhibit operational use of the Imagery.  The second step is to have representatives from the primary operational users evaluate the Imagery as if it is being employed operationally.  Many users will likely “jump the gun” due to pressure to show use of NPP as soon as possible.  Nevertheless, our efforts will be aimed at identifying and repairing undesired artifacts before operational users begin their formal analysis.  See the Imagery plan for more details.

As indicated earlier, use of GRAVITE to obtain data for Imagery evaluation will be an uncommon occurrence.  The size of the request will vary depending on whether it is only M-band Imagery that is needed or an entire “special case”.  For the former, the M-band Imagery EDR is sized at 13 MBs (based on actual values from the so-called P72 data set), but the necessary geolocation files are 112 MBs, making a net total of 125 MBs per granule.  Requesting all six M-band Imagery products would entail (13 x 6) + 112 or 190 MBs.  This value would have to be multiplied by the number of granules desired.  

However for special cases where one would request all Imagery and the associated SDRs, the sizes are much larger.  With five I-bands, six M-bands, and the NCC Imagery any sizing must account for the specifics of each.  Each I-band Imagery EDR has a size of 64 MBs but the geolocation file adds 445 MBs (though it is needed only once for all of the I-bands).  The M-bands are 13 MBs in size with the geolocation as above, but again only one geolocation file is needed for any set of M-bands.  NCC Imagery is 10 MBs in size but the geolocation is over 10x larger at 143 MBs.  A single granule request would need five I-bands (64 x 5) with its associated geolocation (445) plus the six M-bands (13 x 6) and its geolocation (112) along with the NCC Image with its geolocation file (10 + 143).  The net result is 1108 MBs (1.1 GBs) per granule.  Often with special cases the actual SDRs are desired as well.  Because SDRs are pixel resolution but Imagery is on the GTM grid, the geolocation files for the SDRs are also needed.  The SDR component for I-band is ((50 x 5) + 325), for M-bands it is ((17 x 6 + 82), and the DNB SDRs are (15 + 128) adding an additional 902 MBs per granule.  Hence, for the “worst case” scenario, a request would essentially ask for approximately 2 GBs per granule.

It is important for the reader to recognize that the primary data sources for the Imagery effort are CLASS and the AFWA IDPS.  GRAVITE would only be used for the two cases noted above.  Both cases are infrequent and not expected on any kind of regular basis.  Some of the organizations will retain their own “special cases”.  Furthermore the situation described above does not ask for amounts of data inconsistent with other Cal/Val teams (i.e. SDRs and one EDR).  We do not expect to drive any additional requirements beyond what GRAVITE already expects.

Another scenario is the application of the Dvorak technique in determining critical aspects of tropical cyclones.  The Imagery team includes members at CIRA and at UW (McIDAS) who have performed testing with other visual/infrared sensors on employing this technique.  CIRA has the lead on this activity; however we do not plan on exercising this during the upcoming prelaunch Cal/Val test in June.  

LTM
During LTM the monitoring of the Imagery EDR will become routine.  Given the many users of Imagery, any adverse effects can be reasonably assumed to be identified very quickly.  There are no LTM requirements on Imagery.  
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[bookmark: _Toc293072295]Internal Interactions:
Communication between team members at Aerospace, NOAA/STAR, NGDC, AFWA, NRL-Monterey, UW, and NGAS will take place via the following mechanisms:

    1. Regular communications via e-mail and phone
    2. Monthly telecons (post-launch) with more frequent telecons during ICV as needed.
    3. Monthly reports
    4. Annual ADP meeting

Information flow with the VIIRS SDR team will occur as summarized in the VIIRS SDR OPSCON.  VIIRS SDR leads will be directly notified whenever the Imagery team writes a DR, and any solution will be coordinated with them.  No other team has expressed an interest in using VIIRS imagery as part of their validation activities.  
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Team leads will participate in other teams (i.e. VIIRS SDR Team telecons) and ADP meetings where there will be an opportunity to share information among other discipline teams.  We also expect to share analysis and data products to the following teams and organizations through e-mail and ftp sites.

· NOAA/STAR VIIRS algorithm team (led by Ivan Csiszar)
· DPA (led by Heather Kilcoyne) and DPE (led by Richard Ullman)
· STAR/ADP/AIT (led by Walter Wolf)
· VIIRS SDR Team (led by Frank DeLuccia)
· CLASS

We do expect a strong interaction with other VIIRS SDR Cal/Val team given the reliance on the VIIRS SDR.  Again, see the Imagery and SDR Cal/Val plans.  
[bookmark: _Toc293072297]Algorithm and System Analysis
The VIIRS Imagery EDR algorithm was designed to meet the needs of the users to identify meteorological and oceanographic features critical to their various missions.  Therefore various users who exploit Imagery for different purposes are included on the Imagery team.  It is ultimately operational users who will decide if the Imagery is acceptable, and any improvements or corrections will occur only to resolve issues that prevent adequate exploitation of VIIRS Imagery.  
[bookmark: _Toc293072298]Algorithm Improvements 
As discussed in Section 5.4 changes to the Imagery algorithm will only occur if the algorithm must address errors in the SDRs that are best corrected downstream of the SDRs themselves.  This may require additional funding depending on the level of effort necessary to code and evaluate the impact of that change.  However no major upgrades are planned at this time.  Any upgrades/corrections pursued will follow the documented DPA/DPE/STAR algorithm change process. 
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From an algorithm point-of-view, the only alternative would be to project the Imagery on a different grid than GTM.  While certainly feasible, this would require coordination and agreement among the many users what the new projection should be; a far greater challenge than the changing of the software itself.  Once GTM was chosen, it has been the program’s assumption that if something other than GTM is desired, the user would create it from the VIIRS SDRs.  This may be readdressed at any time if the program desires.  It is our recommendation to use the GTM as designed.  

Improvements to the Imagery, as stated throughout this document, may be necessary to correct for issues within the SDRs.  The two primary concerns are striping and BBR, though those are not the only two.  The latter will likely be corrected in the geolocation process, but the former could easily end up as an Imagery team responsibility.  Many of our members have experience correcting for striping on MODIS.  These experiences will benefit any efforts to correct for striping within VIIRS.
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Because the primary data sources for Imagery are CLASS or the AFWA IDPS, GRAVITE is essentially the “alternative” data source.  The one exception is the M-band Imagery.  This Imagery is not archived in CLASS, and is not stored for 24 hours on the IDPS, unlike any other EDR.  The actual time frame that M-band Imagery is stored on the IDPS is 6 hours.  If M-band Imagery is not pulled off either the NESDIS or AFWA IDPS within that time frame, it is lost.  AFWA already expects to pull all M-band Imagery, but they will only store it for 96 hours.  We are unaware at this time how long NDE plans to store it, if at all.  However, M-band Imagery can be easily recreated by executing the Imagery algorithm on the appropriate channel.  Because the Imagery algorithm does not depend on other xDRs or ancillary data sets, it is straightforward to recreate it from the original SDRs.  Therefore the “alternative” is not another data flow, but to recreate the M-band Imagery itself.  
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None  
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